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Neural Networks based PID Controller
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Abstract

This paper considers the newral mctwork based P controdler. The learning
and generalization properties of newral nelwork are ulitized in impreving the
performance of a conventional PID controlter, Two different schemes are introduced.
Bolh schemes are  studied and their performances arc comparatively cvaluated on an
example for uncertain system,
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Introduction S

A compensator thal generally used
in process  control industry is the
propodional  plus
dedvative {PID} controller. It provides
proportional, integral and derivative
control action for improving a system
performance. The trangfer function of
thig controller Ge(2) is given by

G} =K, + Kqs + (Kifs)
where

Ky Ky and K; are the propartional, -

derivative and
respectively.
FID contoller con be designed dor
linear systems (1,2} Alse methods are
available for nonlincar systems 11].

integral  gains

The design process involves

tinding vabies of pain K, Ky and K,
such that all design specifications are
sotisfied.  Such  coniroller will bhe
effective  envuph if the acouracy
requirement of the control system is not
criticel. The usual way 1o optimize the
coatcol aclions 18 to tune the PID
coufficients [1], but this can nolcope
willi a varying conimal eovieonment of
system uncertainly and  nonlinearly.
Fuzzy PID contraller [1] is an approach
tor coping with envirohmental varation
and system uncertainty  and
panlinearity, The fuzzy alporithm s
bazed on inluition and expericnee, and
can be regarded as a set of heurisiic
decision rules [34].  Also  penetic
alporithm 1¢ wsed in twming PID
controlier {51 )

in this peper. ancural netwark
{NNY based D controller is proposed.
The  learning  and  geoneralization
properties of neural network are utilized
in  improving the performance of
conventional  PIDY  controller. Twa
different schemes are introduced. In the
first scheme, the structure of FID
controller i {ixed, and three simple
newral networks are used to tune the

integral  plus -

three .J:éet:ﬁl:':iahtsrp.f the PID controller,

In (he sccomd scheme, one newral
network 15 uged Jor modifying the
structure of PID controlier, and tuning
its coeflicients so that the controller can
cope with varying coniro! envirpnment
or syslem uncenainties.

Neural Network

A neural network 13 a eoflection.

of processing clements (gr meurons),
each neuron has two basic parts, the
summation function and the threshold
funciion [6] as shown in Figdl)
The oulput ¥ can be expressed by

y=i EEI w.x;)
where [ 15 a nonlinear function such as
ON-OFF, oz sigmoid.
Newrons  are * Wfereanncetzed  with

adjustable weighted links and can be
arranged  in different ways. Neural

‘nelworks learn {0 give correct culpat by

training: Enmtering the input and the
desired output patterns, assigning the
initial weight values to the connsctions
within the network, then it will adjust
those weights over and over until il
pives g correct ouipal, Dackpropagation
(BFY is5 a leatning algotithm for
multitayer  feed  forward  newral
network{6]. This algorithin can handle
any probiem that requires pallem
mapping from inpul paltern to output
patterts, The activation function inthe
BF slgorithm s a sigmeid function,
which is differentiable. The weight wy

. {from node i to node §) 35 updated using

B alporithm as:-
wy (mew) = wilodd) + pd cx;

Where n is the learning rate and 8 is
the difference. It is defined by the
Following [6] :-

For oulput neurons

5.!' = -’:'I.r'“." ¥, 0¥ _.]'"_.]'
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And for hidden nourons
&, =y, {l-y, 7@ 5

Where yg is the desired output and v; is
the actual output of the putput neuron.

The operation of neural network
involves two phases, the forward phase
and the backward phasc. During the
fpeward phase, the input js presented
and  propagated toward the output,
while during the backward phase, the
errory are formed at the output and
backpropapated toward the input.

Many well-known results state
that any continuous function can be
approximated wsing a8 two layer neural
network with appropriate weights [6,7).
This is koown as the neural network
upiversal approximation propertty. In
the preposed controller, the ool ncts as a
universal approximator, To simplify the
leamning  algorithm, the  first [fayer
weiphts  are selected randomly and will
net be adjusted. The second layer
weiphls are edjustable,  The
sprroximation holds [8] for such neural
netwark,

Neural network based PID

controller

In this approach, a conventional
I} controller is desjgned, based on a
nominal model of the process 1o be
controlled, the output of this controller
is fed as Input for &4 npursl netwirk, The
weights are adjusted so that the desired
performance specifications are satisfied.

Twe schemes of the proposed
contrgller are adopted. The first scheme
is shown in Fig(2). In this scheme,
structure of PID contraller is fixed and
the three peural networks each with one
lput are employed  for aing the
cocliicients of (he conventional PID
vontrobler, The secand schenie is shown
in Fig{3% In this scheme one neural
nelwark with  three input is used in
medifying  the  structure  of  the
eontroller.  The neural  petwork s
traingd off-line using the input-putput

pair. The weights are  adjusted during
training so that the performance index

J= Tethry?
X =l

is minimized

Where e (kT) =¥ (kT ye (kT}

Here wa(kT) is the desired output, and
Y(KT) is the aclual output of the
systerm. ’

Simulation results

In  order to stedy  the
performance of the twe approaches
described above, aseries of simulation
study have been performed, using a
tumerical example for uncertain system
described by, the mode),
U is assumed that the desired output is

Eir+1)
(S +a)s? +65+10)
with K =12 0.05

a=2+{.i
piven by

Gs) =

ot =1-(1+ 3™
The aim iz to design a neural network
hased P10 controller that minimize the
periormuance measure ) given by

J= ¥ etary?

Al

Where e (kT) =y (K17 ~yy (kT
and y(kT} is the actual output
The operation time T] = WNT =35 sec,
and sampling time T = 0.01 sec.
From cenventional PID design methed,
the  approximate vahies of the
parameters of the controller based on

nominal system model are evaluated as
kp*l-k:=2. ky=5%.

First scheme

As shown in Fig(Z), three
noural  network, cach with one inpus
unit, ten hidden umits ond one Sutpat
unil #re used. Back prupagation training
algorithm is used. Only the second



layer weights (wi, 1=1.2, ..., 10} arc
adjustable.

The initidl weights are  chosen
randown)y between -1 and +1. The fiest
layer weishts {V;, i=1,2, ..., 10} are
fixed. . Table 1. Show the weights after

training for 100{H) epochs. The value of
the porformance index 1=0.006.

Tuble (1):Final weights after training
far the flrst sclreme.
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A summary of simulation results
is shown in table {1). Ir thistable, the
first column shows the number of
neurons (Nn) in both schemes, the
second column  pives the number of
weights (MNw), while the third colemn
shows the number of epochs {Ne)
needed to pet the some valoes of
performance index J=0.006.

Results of simulalion reveals that the
gecond schemne is better than the fiest

- -gchemne, since it gives a small numbet.

of cpochs,

Table (1): Sunmary of simulution
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Second scheme

{0 As shown in Fig.(3), one NN is
used, 0t has three input units, ten hidden
unitz and one culpul pnit, Only the
oulpul layer weights (w;, i=12, ..., 10}
arc adjustable. The initial weights are
zelected randommly between —] and +1.
Table (2) shows the values® of the
weiphts after fraining for 8{1{]{] :pochs
The value of 170006, - x i

' Tabfe (2} Weights mt‘uﬂ qﬂer
fraining for the second scheme.

L resu’.'_{q_ .
L Nw Ne
Tver. |33 13 10000
KL
Vi el o TV R g 2yer, | il 3 :Sﬂ’@_? __j

11 W12 03 WIS WIS e 7 PIE i W
2 P42 P2l p42 Da3 BEI RZL 2L DA2 el

W21 (Va2 W23 [v2a [v2§ a6 (V27 [V2E [V23 210
12l AL Pl pAl A3 D63 D21 P2l Ra2 fed

W31 [w3d [WV33 w34 w35 Was V3T IR W39 V310
P2l 32 Bl 04z pE3 pel P pal P4 s

fa) Weigms of first layer vi. ‘.

Lm E“z'; 50 [;;3 kgw—[;;i k:sf Eﬁz Elzg

b} Werghfs of second layer w;

To test.the performance of the
proposed contreller in the presence of
model  uncertainty or disturbanec,
assume thal the paramcters kandain
ihe process model may vary by £5%.
Fig{d) and Fig{3) show the slep

_ responses  of the syskem in.the presonee

of. 5% uncertainty in both k and a for
the first scheme and segond scheme
respectively.

-
L

Conclusions - :

A neurml  network based PID
controller is presented. Two scheme are
proposed: [n the first scheme, three NN
are used in modifying the pains of
conventional PID controller. In the
second scheme, one -NN is used in
modifying the . structure of PID
contecller, - The proposed comroller is
robust and can be used for controlling
uncertain  or nonlinear systems, Results
of simulation show pood performance
for the second scheme, since it gives the
smaller number of neurons, weights and
nuniber al epochs.
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Fig.(2): Neural network based PID controller using first scheme.
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Fi ig.' {3): Newral network based PID controlfer using second scheme.
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